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Abstract—The data association problem appears in many applications and is considered as the most challenging problem in intelligent systems. In this paper, we consider the Bayesian formulation of data association problems and present a deterministic polynomial-time approximation algorithm with guaranteed error bounds using correlation decay from statistical physics. We then show that the proposed algorithm naturally partitions a complex problem into a set of local problems and develop a distributed version of the algorithm. The performance of the proposed algorithm is evaluated in simulation.

I. INTRODUCTION

Data association plays an important role in many applications, such as computer vision, robotics, sensor networks, information retrieval, and computer network security. In particular, data association is a fundamental problem in wireless sensor networks, as multiple sensors make measurements about simultaneous occurrences of multiple events and uncertainty as to the correct association between events and measurements is unavoidable. The data association problem appears in applications such as multi-target tracking, identity management, and localization of multiple events. The Fourier transform based approximation for data association has recently been studied in [26]. But there has been no analytical work for these approximation algorithms, i.e., no approximation error bounds; the performance of an algorithm is often justified only in simulation. Although a fully polynomial randomized approximation scheme (FPRAS) for data association is presented in [27], there has been no deterministic approximation algorithm. The goal of this paper is to extend this line of work and present a deterministic approximation algorithm for data association with guaranteed error bounds.

Recently, there has been an exciting new development in computational complexity theory. There has been no known deterministic polynomial time approximation algorithm for #P-complete problems until very recently. Now, there is a growing class of #P-complete problems for which there is a deterministic fully polynomial time approximation scheme (FPTAS). Examples include problems such as counting the number of independent sets and colorings of a graph, computing permanent of a 0-1 matrix, and counting the number of matchings. Bayati et al. derived a deterministic FPTAS for computing the number of matchings in a bounded degree graph using the correlation decay technique originating in statistical physics. They have shown that there is a deterministic FPTAS algorithm for computing the partition function with time complexity $O((n/e)^{\delta/2})$, where $n$ is the number of vertices, $\epsilon > 0$ is the desired approximation ratio, and $\delta$ is a constant for a bounded degree graph.

In this paper, we present a deterministic polynomial-time approximation algorithm for data association using correlation decay. A data association problem can be thought of as a generalized version of the matching counting problem with variable edge weights. We extend work by Bayati et al. to data association problems by showing that there is a deterministic FPTAS algorithm for data association problems.
To the best of our knowledge, the proposed algorithm is the first deterministic polynomial-time approximation algorithm for Bayesian data association problems. We notice that the proposed algorithm naturally decomposes a complex problem into a set of local problems, thanks to correlation decay. Based on this observation, we develop a distributed version of the algorithm without compromising performance. The distributed algorithm is suitable for sensor networks for its scalability. We develop a distributed version of the deterministic approximation data association in Section IV with analysis of the algorithm. A distributed algorithm is suitable for sensor networks for its scalability. We notice that the proposed algorithm naturally decomposes a complex problem into a set of local problems, thanks to correlation decay. Based on this observation, we develop a distributed version of the deterministic algorithm without compromising performance. The distributed algorithm is suitable for sensor networks for its scalability. We develop a distributed version of the deterministic approximation data association algorithm for sensor networks in Section V. Simulation results are included in Section VI.

II. DATA ASSOCIATION

In this section, we present a Bayesian formulation for general data association problems based on joint probabilistic data association (JPDA) [1].

Suppose there are $N$ measurements and $K$ events. Some measurements are from the $K$ events while other measurements are false measurements (false alarms). It is also possible that there is no measurement for some events (missing detection). Let $Y$ be the set of $N$ measurements, $Y = \{y_1, \ldots, y_N\}$. We assume the availability of likelihood density functions $L(y_j | k)$ for all feasible measurement-event pairs. $L(y_j | k)$ describes the density of having measurement $y_j$ when $y_j$ is a measurement of event $k$. A measurement of an event is detected with probability $p_d$ and, with probability $1 - p_d$, there is no measurement about the event. There are also false alarms and the number of false alarms has a Poisson distribution with parameter $\lambda_k V$, where $\lambda_k$ is the false alarm rate per unit volume and $V$ is the volume of the region being monitored.

In general, we do not know precisely which measurement is generated by which event and the goal of data association is to figure out the association between measurements and events. Once this data association problem is solved, the result can be used for joint state estimation of multiple events [1], [2], [12], [23].

Let $\Omega$ be the set of all feasible (joint) association events. For each $\omega \in \Omega$, $\omega = \{(j,k)\}$, where $(j,k)$ denotes the event that measurement $j$ is associated with event $k$. An association event $\omega$ is feasible when (i) $y^j$ is within the detection range of event $k$, for each $(j,k) \in \omega$; (ii) a measurement is associated with at most one event; and (iii) an event is associated with at most one measurement. The second and third requirements are the mutual exclusiveness property of data association [1], [5], [26].

We encode a data association problem in a bipartite graph $G = (V_L, V_R, E)$, where $V_L = \{y_j : 1 \leq j \leq N\}$ is a vertex set of measurements, $V_R = \{k : 1 \leq k \leq K\}$ is a vertex set of events, and $(u,v) \in E$ if measurement $u$ is within the detection range of event $v$. We call this graph a data association graph and an example is given in Figure 1. A feasible association event is a matching in $G$, i.e., a subset $M \subseteq E$ such that no two edges in $M$ share a vertex. The set of all feasible association events $\Omega$ can be represented as $\Omega = M_0(G) \cup M_1(G) \cup \cdots \cup M_K(G)$, where $M_k(G)$ is the set of all $k$-matchings in $G$. Some examples of matchings or feasible association events are shown in Figure 1(c) and 1(d).

Under the Bayesian framework, in order to estimate the states of events $x_1, \ldots, x_K$, where $x_k$ is the state of event $k$, we need to compute the posteriors $P(x_k | Y)$. Although $P(x_k | Y)$ cannot be computed directly since measurements are correlated, we can apply the total probability theorem and compute

$$P(x_k | Y) = \sum_{\omega \in \Omega} \sum_{j=0}^N P(x_k | \omega, Y) P(\omega | Y)$$

$$= \sum_{j=0}^N \beta_{jk} P(x_k | \omega_{jk}, Y), \quad (1)$$

where $\omega_{jk}$ denotes the event $\{\omega \in \Omega : (j,k) \in \omega\}$, $\omega_{0k}$ denotes the event that no observation is associated with event $k$, and $\beta_{jk}$ is an association probability, such that

$$\beta_{jk} = P(\omega_{jk} | Y) = \sum_{\omega : (j,k) \in \omega} P(\omega | Y). \quad (2)$$

Hence, for the objective of state estimation, the data association problem reduces to the computation of $N \times K$ association probabilities. But the exact computation of association probabilities is NP-hard [17] and we present the first deterministic approximation algorithm for computing association probabilities in Section IV.

III. CORRELATION DECAY

Bayati et al. [32] presented a deterministic fully polynomial time approximation scheme (FPTAS) for computing the total number of matchings in a bounded degree graph using correlation decay.

Given a graph $G = (V, E)$, where $V$ and $E$ denote the vertex set and the edge set of the graph, respectively, let $M = M(G)$ be the set of all matchings of $G$. The partition function distribution defined on $M$ can be represented as

$$P_G(M) = \frac{\lambda^{|M|}}{Z(G)}, \quad (3)$$

where $\lambda$ is a fixed parameter called the activity, $Z(G)$ is the normalizing constant called the partition function, and $|M|$ denotes the number of edges in $M$. The partition function $Z(G)$ can be computed as

$$Z(G) = \sum_{M \in \mathcal{M}} \lambda^{|M|}. \quad (4)$$

Definition 1: An approximation algorithm $A$ is defined to be a fully polynomial time approximation scheme (FPTAS)

4 The association of measurement-event pairs is analogous to track-identity pairs in identity management, where $N = K$ [2], [26].

5 A $k$-matching is a matching of cardinality $k$. 
for computing $Z(G)$ if, given arbitrary $\epsilon > 0$, it produces a value $\hat{Z}$ satisfying
\[ \exp(-\epsilon) \leq \frac{\hat{Z}}{Z(G)} \leq \exp(\epsilon), \]
in time which is polynomial in $n$, the number of vertices in $G$, and $1/\epsilon$.

The computation of $Z(G)$ is #P-complete and Bayati et al. showed that $Z(G)$ can be approximated deterministically in polynomial time by showing that $Z(G)$ can be computed using $P_G(v \not\in M)$, the probability that a random matching chosen according to $P_G(M)$ does not contain vertex $v$ (see Lemma 1), and this probability can be approximated from recursive computation of
\[ \Phi_G(v, t + 1) = \frac{1}{1 + \lambda \sum_{u \in N(v, G)} \Phi_G\{v\}(u, t)} \tag{5} \]
for every subgraph $\tilde{G}$ of $G$ and for every vertex $v \in V(\tilde{G})$, where $N(v, G)$ is the set of neighbors of $v$ in $G$ and $G \setminus \{v\}$ is a subgraph of $\tilde{G}$ induced by vertices $V \setminus \{v\}$. The concept of correlation decay was the main ingredient in their proof.

The main result of [32] is that the algorithm based on recursive computation of (5) is an FPTAS for estimating $Z(G)$ with complexity $O\left(\left(\frac{\Delta}{\epsilon}\right)^{k\log \Delta + 1}\right)$, where $\Delta$ is the maximum degree and $k = -2\log \left(1 - \frac{2}{\sqrt{1 + \lambda^2}}\right)$. \[ \]

IV. A DETERMINISTIC APPROXIMATION ALGORITHM FOR DATA ASSOCIATION

In this section, we present an algorithm for deterministically approximating association probabilities in polynomial time using correlation decay. As shown in Section II, a feasible association event is a matching in a data association graph (see Figure 1). However, while every edge has the same contribution of $\lambda$ in the computation of the partition function, the contribution of each edge is different when computing association probabilities due to the likelihood terms $L(y_j|k)$. Hence, it is unclear that the method proposed in [32] can be directly applied to estimate association probabilities. We show that it is possible and present a deterministic approximation algorithm for computing association probabilities using correlation decay.

Consider the data association graph $G = (V_L, V_R, E)$ for a data association problem described in Section II. $\Omega$ is a set of all feasible association events in $G$ and $\Omega = \mathcal{M}(G)$, i.e., a set of all matchings in $G$. In order to compute the association probability in (2), we need to compute $P(\omega|Y)$. Based on the model given in Section II, it can be shown that [27]
\[ P(\omega) \propto (\lambda_\Omega V)^{N-|\omega|} p_d^{|\omega|} (1 - p_d)^{K-|\omega|} \tag{6} \]
and
\[ P(\omega|Y) = \frac{1}{Z_1} P(\omega) P(Y|\omega) \tag{7} \]
\[ = \frac{1}{Z_2} \lambda_\Omega^{N-|\omega|} p_d^{|\omega|} (1 - p_d)^{K-|\omega|} \prod_{(u,v) \in \omega} L_{uv}, \]
where $Z_1$ and $Z_2$ are normalizing constants and $L_{uv}$ is the likelihood density $L(y_j|k)$ when $v = y_j$ and $u = k$.\footnote{Recall $p_d$ and $\lambda_\Omega$ from Section II.} We also let $L_{uv} := L_{uv}$ for convenience. We assume that the likelihood density function is bounded and there exist $L_{\min} < \infty$ and $L_{\max} > 0$, such that $L_{\min} \leq L(y_j|k) \leq L_{\max}$, for any $y$ and $k$. This is a reasonable assumption with many density functions and a measurement validation method such as gating [1] (for example, see [34]). Since $N$ and $K$ are fixed, we can simplify (7) further and obtain
\[ P(\omega|Y) = \frac{1}{Z(G)} \left(\lambda_\Omega^{-1} p_d (1 - p_d)^{-1}\right)^{|\omega|} \prod_{(u,v) \in \omega} L_{uv}. \tag{8} \]
Let $\alpha = \lambda_\Omega^{-1} p_d (1 - p_d)^{-1}$. Then the normalizing constant $Z(G)$ can be computed as
\[ Z(G) = \sum_{\omega \in \Omega} \alpha_{|\omega|} \prod_{(u,v) \in \omega} L_{uv}. \tag{9} \]
Comparing to (4), $Z(G)$ has a similar form except the product of likelihood terms for the edges in $\omega$. Association probabilities $\beta_{uk}$ that we seek in this paper can be computed from $Z(G)$ as shown in the following theorem.

Theorem 1: For an edge $(u, v) \in E$ of the data association graph $G = (V_L, V_R, E)$, we have
\[ \beta_{uv} = \frac{Z(G \setminus \{u, v\})}{Z(G)} \alpha L_{uv}. \tag{10} \]
\[
\begin{align*}
\beta_{uv} &= \sum_{\omega \in \Omega(u,v) \cap \omega} P(\omega | Y) \\
&= \frac{1}{Z(G)} \sum_{\omega \in \Omega(u,v) \cap \omega} \prod_{(p,q) \in \omega} L_{pq} \\
&= \frac{1}{Z(G)} \left( \sum_{\omega \in \Omega(\{u,v\})} \prod_{(w',v') \in \omega'} \alpha_{|w'|} \prod_{(u,v) \in \omega} L_{u,v} \right) \alpha_{L_{uv}} \\
&= \frac{Z(G \setminus \{u,v\})}{Z(G)} \alpha_{L_{uv}},
\end{align*}
\]

where the third equality is due to the fact that, for a matching \(\omega'\) of \(G \setminus \{u,v\}\), \(\omega = \omega' \cup \{(u,v)\}\) is a matching in \(G\), and vice versa.

**Lemma 1:** The following identity holds

\[
Z(G) = \prod_{1 \leq k \leq |V|} P_{G_k}(v_k \not \in \omega). \tag{11}
\]

Hence, we can focus on approximating \(P_{G_k}(v_k \not \in \omega)\) for the computation of \(Z(G)\). The following lemma shows how \(P_{G_k}(v_k \not \in \omega)\) can be computed.

**Lemma 2:** For every vertex \(u \in V\), we have

\[
P_G(u \not \in \omega) = \frac{1}{1 + \alpha \sum_{v \in N(u)} P_G(1 \not \in \omega)} \tag{12}
\]

and

\[
P_G(u \not \in \omega) \geq \frac{1}{1 + \alpha \Delta L_{\text{max}}},
\]

where \(\Delta\) is the maximum degree of the graph.

**Proof:** Since \(P_G(u \not \in \omega)\) has the same probability of randomly choosing \(\omega \in M(G \setminus \{u\})\) from \(\Omega = M(G)\),

\[
P_G(u \not \in \omega) = \frac{Z(G \setminus \{u\})}{Z(G)},
\]

For a vertex \(u \in V\), we can decompose \(Z(G)\) into two parts, where one part is a set of matchings in which a vertex \(u\) is not contained and the other part is a set of matchings containing the vertex \(u\). Hence,

\[
Z(G) = \sum_{\omega \in \Omega(u,v) \cap \omega} \prod_{(u',v') \in \omega} L_{u',v'} + \sum_{v \in N(u)} \sum_{\omega \in \Omega(u,v) \cap \omega} \prod_{(u',v') \in \omega} L_{u',v'}
\]

\[
= Z(G \setminus \{u\}) + \sum_{v \in N(u)} Z(G \setminus \{u,v\}) \alpha_{L_{uv}},
\]

since a matching containing the vertex \(u\) is a matching containing an edge \((u,v)\) for some \(v \in N(u)\) and \(\omega \cup \{(u,v)\}\) is a matching in \(G\) containing the edge \((u,v)\) for every matching \(\omega\) in \(G \setminus \{u,v\}\). Now we can divide both sides by \(Z(G \setminus \{u\})\) and take the inverse to obtain the result using (12).

The second result of the lemma is a simple consequence of the first, noting that \(|N(u)| \leq \Delta\) for all \(u \in V\).

We now define \(\Phi_G(u,t)\) for every subgraph \(G\) of \(G\) and for every vertex \(u \in V(G)\) and for \(t \geq 0\) to approximate \(P_G(u \not \in \omega)\). With \(\Phi_G(u,0) = 1\) for all \(G\) and \(u\), for \(t \geq 1\), we define

\[
\Phi_G(u,t+1) = \frac{1}{1 + \alpha \sum_{v \in N(u)} \Phi_G(v,t)L_{uv}}. \tag{13}
\]

The idea is not to enumerate all exponentially many subgraphs of \(G\) but to compute only a small number of \(\Phi\) to estimate \(P_G(u \not \in \omega)\) using the parameter \(t\) to control the number of recursion levels. The algorithm for computing \(\Phi\) is shown in Algorithm 1. If \(\Phi_G(u,t)\) is a good approximation to \(P_G(u \not \in \omega)\), we can apply Theorem 1 and Lemma 1 to devise an algorithm for computing association probabilities of a data association problem. The deterministic approximation algorithm for data association is shown in Algorithm 2, where \(\beta_{uv}\) and \(Z(G)\) are approximations to \(\beta_{uv}\) and \(Z(G)\), respectively.

**Algorithm 1** Correlation Decay

**Input:** \(G, u, t\)

**Output:** \(\Phi_G(u,t)\)

1: if \(t = 0\) or \(|G| = 0\) then
2: Return \(\Phi_G(u,t) = 1\)
3: end if
4: for all \(v \in N(u)\) do
5: if \(t = 1\) or \(|G \setminus \{u\}| = 0\) then
6: \(\Phi_G(v,t) = L_{uv}\)
7: else
8: Compute \(\Phi_G(v,t) = L_{uv}\) (Algorithm 1)
9: end if
10: end for
11: end for
12: \(\Phi_G(u,t) = \left(1 + \alpha \sum_{v \in N(u)} \Phi_G(v,t)\right)^{-1}\)

**Algorithm 2** Deterministic Approximation Data Association

**Input:** \(t\)

**Output:** \(\{\hat{\beta}_{uv}\}\)

1: for \(k = 1\) to \(|V|\) do
2: Compute \(\Phi_{G_k}(v_k,t)\) (Algorithm 1)
3: end for
4: \(\hat{\beta}(G) = \left(\prod_{1 \leq k \leq |V|} \Phi_{G_k}(v_k,t)\right)^{-1}\)
5: for all \((u,v) \in E\) do
6: \(G' = G \setminus \{u,v\}\)
7: for \(k = 1\) to \(|V(G')|\) do
8: Compute \(\Phi_{G_k'}(v_k',t)\) (Algorithm 1)
9: end for
10: end for
11: \(\hat{\beta}_{uv} = \frac{Z(G,\{u,v\})}{Z(\hat{\beta}(G))} \alpha_{L_{uv}}\)

We now show that Algorithm 2 is an FPTAS for computing association probabilities. First, we bound the gap between
$P_G(v \not= \omega)$ and $\Phi_G(v, t)$ using correlation decay in the following theorem. The proof is given in Appendix IX-A.

**Theorem 2:** For every vertex $v \in V$ and every even $t > 0$, the following bound holds.

$$\log P_G(v \not= \omega) - \log \Phi_G(v, t) \leq \left(1 - \frac{1}{\sigma_{\max} \sqrt{1 + \alpha \Delta_{\max}}} \right)^{t/2} \log (1 + \alpha \Delta_{\max}).$$

We now present the approximation error bounds on association probabilities. The proof is given in Appendix IX-B.

**Theorem 3:** Let $\delta = -\log \left(1 - \frac{1}{\sigma_{\max} \sqrt{\rho}} \right)$, where $\rho = 1 + \alpha \Delta_{\max}$. If $t = 2\left[\log \frac{2(N + K) \log e}{\delta^2}\right]$ for $\delta > 0$, then

$$\exp(-\delta) \leq \frac{\beta_{uv}}{\beta_{uv}} \leq \exp(\delta),$$

for any $(u, v) \in E$.

Theorem 3 gives us the desired error bound for being an FPTAS. Since the computational complexity of Algorithm 1 is $O(\Delta^t)$ and $t = O(\log(N + K))$ from Theorem 3, we can compute $\beta_{uv}$ in polynomial time in $(N + K)$ and $1/\epsilon$ when $\Delta = O(1)$ or the degree of the graph is bounded. This fact is summarized in the next theorem.

**Theorem 4:** Algorithm 2 is an FPTAS when the degree of the data association graph is bounded.

V. A DISTRIBUTED DATA ASSOCIATION ALGORITHM FOR SENSOR NETWORKS

Consider a sensor network deployed over a bounded region. Let $N_i$ be the number of sensors. For each sensor $s_i$, let $R_i$ be its sensing region. Let $G_s = (V, E)$ be a sensing graph, where $V = \{s_i : 1 \leq i \leq N_i\}$ is a set of sensor nodes and $E = \{(s_i, s_j) : R_i \cap R_j \neq \emptyset\}$ is a set of sensor pairs with overlapping sensing regions. For a pair of nodes $s_i$ and $s_j$, if $(s_i, s_j) \in E$, we assume that $s_i$ and $s_j$ can communicate with each other through direct or multi-hop communication.

The deterministic approximation data association algorithm presented in Section IV naturally decomposes a complex problem into a set of local problems. For the desired approximation ratio, we can choose an appropriate value for the parameter $t$ in Algorithm 1. When estimating $\Phi$, we only consider vertices that are at most $t$ hops away on the data association graph. Hence, for a node to perform Algorithm 1, it only needs measurements from at most $\frac{1}{2}$-hop neighboring sensors in the sensing graph $G_s$, for each $t$. This idea is used to develop the distributed algorithm described below.

For node $s_i$, let $Y^i = \{y^i_1, \ldots, y^i_{K^i}\}$ be the measurements collected by $s_i$ and $K^i = \{k_1, \ldots, k_{p_{m_i}}\}$ be the events that can be associated with a measurement in $Y^i$. If $s_{ad}(y) = s_i$, then $y$ is a measurement from sensor node $s_i$. The distributed deterministic approximation algorithm for data association is given in Algorithm 3. We assume $t$ is an even number. Each node first broadcasts its measurements and event information $(Y^i, K^i)$ to its $\frac{1}{2}$-hop neighbors of the sensing graph $G_s$ and receives incoming measurements and event information from its $\frac{1}{2}$-hop neighbors. With information from $\frac{1}{2}$-hop neighbors, Algorithm 1 can be performed within each node. In order to compute $\hat{Z}$, it is required to compute factors $\Phi$ on a sequence of subgraphs, $G_1, G_2, \ldots, G_{|V|}$. For this, Algorithm 4 is used by passing the computation of the factor $\Phi$ on a subgraph to the corresponding sensor node. Although we have stated the computation of $\Phi_{G_i}(v, t)$ in Algorithm 4, we do not need to know the overall structure of $G$ since $\Phi_{G \setminus U}(v, t)$ can be computed with a subgraph of radius $\frac{1}{2}$ centered at $s_i$. One interesting consequence of this algorithm is that when the association graph is disconnected, each partition will be computed separately, making the algorithm more efficient and scalable.

**Algorithm 3** Distributed Deterministic Approximation Algorithm for Data Association

**Input:** $t$

**Output:** $\{\hat{\beta}_{uv} : u \in Y^i, v \in K^i, (u, v) \in E\}$

1. $i = \text{my node id}$
2. Send measurements to $\frac{1}{2}$-hop neighbors in $G_s$
3. Receive measurements from $\frac{1}{2}$-hop neighbors in $G_s$
4. $Z(G) = \Phi_{top}(s_i, \emptyset, t)^{-1}$ (Algorithm 4)
5. $Z(G \setminus \{(u, v) \in E : u \in Y^i, v \in K^i\}) = \Phi_{top}(s_i, \{(u, v) \in E \setminus \{(u, v) \in E : u \in Y^i, v \in K^i\}\}, t)^{-1}$ (Algorithm 4)
6. $\hat{\beta}_{uv} = \frac{Z(G \setminus \{(u, v) \in E \setminus \{(u, v) \in E : u \in Y^i, v \in K^i\}\})}{Z(G)}$
7. $\hat{\beta}_{uv} = \frac{Z(G \setminus \{(u, v) \in E \setminus \{(u, v) \in E : u \in Y^i, v \in K^i\}\})}{Z(G)}$
8. **end for**

**Algorithm 4** Factor Computation

**Input:** $s_j, U, t$

**Output:** $\Phi_{top}(s_j, U, t)$

1. $i = \text{my node id}$
2. $A = (Y^i \cup K^i) \setminus U$
3. if $A = \emptyset$ then
4. $\Phi_{top}(s_j, U, t) = 1$
5. else
6. Choose $v \in A$
7. Compute $\Phi_{G \setminus U}(v, t)$ (Algorithm 1)
8. if $v$ is a measurement then
9. Send a request to $s_{ad}(v)$ to compute $\Phi_{top}(s_i, U \cup \{v\}, t)$
10. else
11. Compute $\Phi_{top}(s_i, U \cup \{v\}, t)$
12. **end if**
13. $\Phi_{top}(s_j, U, t) = \Phi_{G \setminus U}(v, t) \cdot \Phi_{top}(s_i, U \cup \{v\}, t)$
14. **end if**
15. Return $\Phi_{top}(s_j, U, t)$ to $s_j$

VI. SIMULATION RESULTS

We first study the performance of Algorithm 2. In order to compare its estimates against the exact values of $\beta_{jk}$, a small 2D localization problem is chosen. There are 6 events and 24 measurements (see Figure 2(a)). The predicted values of measurements of the events are

$$\{(0, 0), (0, 1), (0, -1), (1, 0), (-1, 0), (1, 1)\}.$$

The likelihood density function $L(y_j|k) = N(y_j|\gamma_k, \Sigma)$ is used for all measurement-event pairs, where $N(\cdot|\gamma_k, \Sigma)$ is the
Gaussian density function with mean \( \hat{y}_k \) and covariance \( \Sigma \). A measurement \( y \) is validated for event \( k \), i.e., the measurement-event pair \((y,k)\) is feasible, if
\[
(y - \hat{y}_k)^T \Sigma^{-1} (y - \hat{y}_k) < 4. 
\]
For this simulation, we used \( p_d = 0.8 \), \( \lambda_i = 0.5 \), and
\[
\Sigma = \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix}. 
\]
For this example, there are 8,517,625 association events. The exact values of \( \beta_{jk} \) are computed by enumerating all association events and it took over 40,000 seconds, i.e., over 11 hours. It was the largest example for which we could compute the exact association probabilities. A \( L_\infty \) error between \( \beta_{jk} \) and \( \hat{\beta}_{jk} \) is used to measure the approximation error. Figure 2(b) shows the approximation error as a function of the parameter \( t \). After \( t = 9 \), the approximation error is less than 0.005 and its running time is about 26% of the exact algorithm. If the desired error bound is at most 0.05, then \( t = 6 \) is good enough and the corresponding running time is 0.7% of the exact algorithm. This was a simple example and we expect the performance gap in terms of the running time will become widened for a larger size problem.

Next, we consider a sensor network of 100 nodes randomly placed over \([0, 1] \times [0, 1]\). There are ten events and 40 measurements. A total of ten cases are randomly generated to measure the average performance. An example is shown in Figure 3(a). For simplicity, we assumed that the sensing region of a sensor is a disk with radius 0.08. Note that the algorithm works for any shape of sensing regions as long as we know pairs of nodes with overlapping sensing regions. The likelihood density function used in this case is the same as the previous case except \( \Sigma = \begin{bmatrix} 0.01 & 0 \\ 0 & 0.01 \end{bmatrix} \). We used \( p_d = 0.8 \), \( \lambda_i = 0.1 \), and measurement \( y \) is validated for event \( k \) if and only if \((y - \hat{y}_k)^T \Sigma^{-1} (y - \hat{y}_k) < 4\). The approximation error using \( L_\infty \) error is shown in Figure 3(b). For these examples, approximations at different neighborhood sizes are compared against the values estimated by Algorithm 2 using all sensors.

For each random case we considered, the sensing graph is connected and the maximum diameter of the graph is about 16 hops. Figure 3(b) shows how correlation decays as the number of hops is increased. It shows that the approximation error is close to zero after 6 hops, showing that we can make a good approximation using only local information from 6-hop neighbors. We think that the analysis of correlation decay for a complex problem can reveal how an efficient distributed approximation algorithm can be constructed for the problem.

VII. CONCLUSIONS

In this paper, we have presented the first deterministic approximation algorithm for a Bayesian data association problem. The problem is known to be \#P-complete and there has been no known deterministic approximation algorithm with guaranteed error bounds. Applying the correlation decay technique, we have shown that the proposed algorithm is an FPTAS when the maximum degree of the association graph is bounded. This new formulation leads to natural partitioning of a complex problem into a set of local problems and a distributed algorithm is developed based on this property. We strongly believe that many interesting but difficult problems in wireless sensor networks can be reformulated using correlation decay to derive efficient distributed approximation algorithms.
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IX. APPENDIX

A. Proof of Theorem 2

Our proof is based on the proof of Theorem 3.2 of [32] but it treats a more general case, where each edge is allowed to have a different weight \( \alpha_{vw} \).

For a vertex \( v \in V(G) \), denote by \( N(v, G) = \{u_1, \ldots, u_m\} \) the neighborhood of \( v \) and \( N(u_i, G \setminus \{v\}) = \{w_1^i, \ldots, w_{m_i}^i\} \) the neighborhood of \( u_i \). We introduce the following variables to make our presentation compact. Let
\[
x = \log \Phi_{G}(v \notin \omega) \quad \text{and} \quad y = \log \Phi_{G}(v, t).
\]
For \( i = 1, \ldots, m \), let \( x_i = \log \Phi_{G \setminus \{v\}}(u_i \notin \omega) \) and \( y_i = \log \Phi_{G \setminus \{v\}}(u_i, t - 1) \). Finally, for \( i = 1, \ldots, m \) and \( j = 1, \ldots, m_i \), let \( x_i^j = \log \Phi_{G \setminus \{v, u_i\}}(w_j^i \notin \omega) \) and \( y_i^j = \log \Phi_{G \setminus \{v, u_i\}}(w_j^i, t - 2) \). Here, \( x_i^j \) are the true probabilities and \( y_i^j \) are the corresponding approximations.

Let \( z = (z_1^1, \ldots, z_{m_1}^1, \ldots, z_{m_i}^m, \ldots, z_{m_m}^m)^T \) and define \( x \) and \( y \) similarly. Define a functional \( f \) to capture two steps of recursions of Algorithm 1:

\[
f(z) = \log \left( 1 + \alpha \frac{L_{vu_i}}{1 + \alpha \sum_{j=1}^{m_i} e^{z_i} L_{uj_j}} \right). 
\]

Then we have \( x = -f(x) \) and \( y = -f(y) \). Let \( g(\lambda) = f(\lambda x + (1 - \lambda)y) \) for \( \lambda \in [0, 1] \). Using the mean value theorem, there exists \( \lambda \) such that, for \( z_\lambda = \lambda x + (1 - \lambda)y \),

\[
|x - y| = |\nabla f(z_\lambda) \cdot (x - y)| 
\leq \|\nabla f(z_\lambda)\|_{L_1} \|x - y\|_{L_\infty}, \quad (14)
\]

where the inequality is due to Hölder’s inequality. With \( A_i = 1 + \alpha \sum_{j=1}^{m_i} e^{z_i} L_{ij} \) and \( L_{ij} = L_{uj_j} \), we can write the \( L_1 \)-norm as

\[
\|\nabla f(z_\lambda)\|_{L_1} = \alpha \sum_{i=1}^{m_i} L_{vu_i} \left( \frac{A_i}{A_i^2} \right)^2 \alpha \sum_{j=1}^{m_i} e^{z_i} L_{ij} 
= \frac{\alpha \sum_{i=1}^{m_i} L_{vu_i}}{1 + \alpha \sum_{i=1}^{m_i} \frac{L_{vu_i}}{A_i}} A_i 
= 1 - \frac{\alpha \sum_{i=1}^{m_i} L_{vu_i}}{1 + \alpha \sum_{i=1}^{m_i} \frac{L_{vu_i}}{A_i}}.
\]

With some algebra, one can easily verify that \( C := \frac{1}{1 + \alpha \sum_{i=1}^{m_i} \frac{L_{vu_i}}{A_i}} \) is minimized for \( 0 \leq 1/A_i \leq \infty \) when

\[
1/A_i = \sqrt{\frac{1 + \alpha \sum_{j=1}^{m_i} L_{ij} - 1}{\alpha \sum_{j=1}^{m_i} L_{ij}}}. 
\]
What follows below is different from the proof of [32]. Let 
\[ B_i = \sum_{j=1}^{m_i} L_{ij}. \] Then \( \Delta L_{\min} \leq B_i \leq \Delta L_{\max}. \) We also have the following inequalities for \( \frac{1}{A_i}. \)

\[
\frac{\sqrt{1 + \alpha \Delta L_{\min}} - 1}{\alpha \Delta L_{\max}} \leq \frac{1}{A_i} = \frac{\sqrt{1 + \alpha B_i} - 1}{\alpha B_i} \leq \frac{\sqrt{1 + \alpha \Delta L_{\max}}}{\alpha \Delta L_{\min}}.
\]

Now we can apply these bounds to \( C. \)

\[
C \geq \frac{1 + \alpha \Delta L_{\min}}{1 + \alpha \Delta L_{\max} \left( \frac{\sqrt{1 + \alpha \Delta L_{\min}} - 1}{\alpha \Delta L_{\max}} \right)^2} \geq \frac{\alpha \Delta L_{\min} \left( (\alpha \Delta L_{\max})^2 + \alpha \Delta L_{\min} \left( \sqrt{1 + \alpha \Delta L_{\min}} - 1 \right)^2 \right)}{(\alpha \Delta L_{\max})^2 (\alpha \Delta L_{\min} + \alpha \Delta L_{\max} \sqrt{1 + \alpha \Delta L_{\max}})} \geq \frac{L_{\min}^2 L_{\max}^2}{1 \times \frac{L_{\min}^2 + L_{\max}^2}{\sqrt{1 + \alpha \Delta L_{\max}}}} =: D
\]

We note that \( D \in (0, 1). \) Using this result, we can bound the \( L_1 \)-norm as below

\[
\|\nabla f(\mathbf{z}_{t})\|_{L_1} \leq 1 - D,
\]

which is always less than one. We now apply this to (14) and get

\[
|x - y| = \left| \log \frac{P_{G}(v \not\in \omega)}{\Phi_{G}(v, t)} \right| \leq (1 - D) \max_{i,j} \left| \log \frac{P_{G \setminus \{v, u_i\}}(w_j \not\in \omega)}{\Phi_{G \setminus \{v, u_i\}}(w_j, t - 2)} \right|.
\]

After iterating \( t/2 \) times, we obtain the following bound

\[
\left| \log \frac{P_{G}(v \not\in \omega)}{\Phi_{G}(v, t)} \right| \leq (1 - D)^{t/2} \max_{G, u} \left| \log P_{G}(u \not\in \omega) - \log \Phi_{G}(u, 0) \right|.
\]

where the maximum is over all subgraph-vertex pairs, i.e., \( G \subset G \) and \( u \in V(G). \) Since \( \log \Phi_{G}(u, 0) = 0, \) using the second result of Lemma 2, we find that

\[
\max_{G, u} \left| \log P_{G}(u \not\in \omega) - \log \Phi_{G}(u, 0) \right| \leq \log(1 + \alpha \Delta L_{\max})
\]

and this completes the proof.
B. Proof of Theorem 3

Using Theorem 2, we get

$$\log \frac{\Phi_G(u, v)}{\Phi_G(L^u, L^v)} \leq \log \rho \left(1 - \frac{1}{1 + \min_{G \in \mathcal{G}_u, \mathcal{G}_v} \rho} \right) \leq \log \rho \exp \left(\log \frac{2(N+K)}{\log \rho} \right) = \frac{\epsilon}{2} \frac{2(N+K)}{\log \rho}.$$  

Now using the fact that there are $N + K$ vertices in the data association graph and Lemma 1, we have

$$\exp \left(-\frac{\epsilon}{2} \frac{2(N+K)}{\log \rho} \right) = \frac{1}{Z(G)} \frac{\exp \left(-\frac{\epsilon}{2} \frac{2(N+K)}{\log \rho} \right)}{Z(G)} \leq \exp \left(-\frac{\epsilon}{2} \frac{2(N+K)}{\log \rho} \right).$$

and, for any $(u, v) \in E$,

$$\exp \left(-\frac{\epsilon}{2} \frac{2(N+K)}{\log \rho} \right) \leq \frac{\hat{Z}(G \setminus \{u, v\})}{Z(G \setminus \{u, v\})} \leq \exp \left(-\frac{\epsilon}{2} \frac{2(N+K)}{\log \rho} \right).$$

Using Theorem 1,

$$\frac{\hat{\beta}_{uv}}{\beta_{uv}} = \frac{\hat{Z}(G \setminus \{u, v\})}{Z(G \setminus \{u, v\})} \frac{\alpha_{uv} \beta_{uv}}{\beta_{uv}} = \frac{\hat{Z}(G \setminus \{u, v\})}{Z(G \setminus \{u, v\})} \frac{\alpha_{uv} \beta_{uv}}{Z(G)}.$$

Hence, we can conclude that

$$\exp(-\epsilon) \leq \frac{\hat{\beta}_{uv}}{\beta_{uv}} \leq \exp(\epsilon),$$

for any $(u, v) \in E$.
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