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Abstract This paper presents a mobile robot system where 
the robot tracks a moving target. The system minimizes 
the probability of losing the target. If the next position of a 
moving target has the Gaussian distribution, the proposed 
system guarantees the tracking success probability. In 
addition, we minimize the moving distance of the mobile 
robot based on the chosen bound on the tracking success 
probability. We built a well-designed system on Robot 
Operating System for applications such as a smart 
shopping cart, selfie robot, and transporter. The 
performance of the proposed system is extensively 
evaluated in field experiments.  
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1. Introduction 
 

 Mobile robots tracking a person have received 
considerable attention for a number of applications such as 
transporting loads, serving customers, and caring seniors 
or infants. In general, sensors which is mounted on mobile 
robots have a fan-shaped sensing region with a limited 
range. Some authors proposed control laws such that risk 
functions to lose a target are minimized [1]-[3]. However, 
they assume a simple constant velocity model [3] or do not 
predict the motion of the target [1], [2]. Other authors 
proposed control inputs to minimize the uncertainty of the 
predicted location of the target [4], [5]. Instead, we use the 
algorithm which minimizes the tracking failure probability 
for the guaranteed performance [6]. 

In this paper, we build a fast and stable system by 
designing the system on Robot Operating System1. Our 
system achieves high speed and compatibility by 
implementing the algorithm as a ROS package and using a 
GPU (Graphics Processing Units) for a prediction 
algorithm. While the preliminary version [6] focuses on 
evaluating the performance of a tracking method itself, 
this paper validates its applicability by extensive 
experiments for a smart shopping cart, selfie robot, and 
transporter robot.  

We briefly introduce a chance-constrained target 
tracking algorithm [6] in Section 2. Section 3 explains the 
architecture of the system and shows the performance. In 

http://www.ros.org/

Section 4, we validate our algorithm for several 
applications for service robots.  

2. Preliminaries 
 This section defines the problem of tracking a target 

and introduces a chance-constrained target tracking 
algorithm [6]. We assume that a mobile robot and a target 
move on a 2D plane. Let T be the 
position of the mobile robot at time k. The heading of the 
robot is the angle from the x-axis and denoted by . 
Let T be the control input at time k and 
the dynamic model is a unicycle model. The motion of the 
robot is described by a discrete-time dynamic system 

T = . 
The moving distance of the robot is denoted by . 

We assume that the mobile robot carries a sensor with a 
finite and fan-shaped sensing region. The sensing region 
of the mobile robot at time k is denoted by . Its 
angular field of view is  and the maximum range is . 
We assume that the sensor is rigidly attached to the mobile 
robot.  

Figure 1 shows an illustration, in which a mobile robot 
has detected a target from time k-2 to k-1 (figure 1(a)) and 
moves to a new location to make sure the target is within 
the sensing range (figure 1(b)). We assume that the 
distribution of the next position of the target is available 
using a motion prediction algorithm. Let 

 be the position of the target at time k. 
From the motion prediction algorithm, the target’s 
position at time k has a Gaussian distribution with mean 

 and covariance . 

Fig. 1.  An illustration of the target tracking problem 
considered in this paper. Gray regions are 
sensing region of a mobile robot. A target is 
detected at time k-1 and the predicted new 
location of the target is p(k) at time k. The blue 
dashed line represents the variance of the 
prediction. 

(a) Time k-1                    (b) Time k
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Our goal is to find a control  which minimizes 
the tracking failure probability  and the 
moving distance of a mobile sensor. Using the 
chance-constrained optimization method [7], we formulate 
the tracking problem as the following multi-objective 
optimization problem: 

 

subject to                           (1) 
   

T 

, 
where  is the upper bound on the tracking failure 
probability.  

To solve this multi-objective optimization problem , 
we optimize  first and optimize d(u(k-1)) under the 
optimized . The optimization problem is first 
formulated by a non-convex problem. By approximating 
the sensing region and fixing the next heading of the 
sensor, we find the analytical solution . This 
procedure is repeated for each , a set of candidate 
headings, to find the optimal control which minimizes the 
tracking failure probability and the moving distance. 

3. System Architecture 
This section presents the architecture of the robot system 

and its performance. 
3.1 Overview of the system 
The system architecture is shown in Figure 2. The 

system consists of three modules for detection, prediction, 
and tracking. The whole system is implemented by C++ on 
ROS (Robot Operating System) and each module is 
executed by a separated program (node). Each node 
communicates with each other by ROS messages.  

The first module is a detection module. It detects a 
person using a depth image of a Kinect sensor and sends 
detected positions to a prediction module. The prediction 
module predicts the next position of a target based on 
measurements. Since these measurements are generated in 
different coordinate systems, the odometry information of 
the robot is required to find the global positions of the 
target. Then the module sends the distribution of the next 
position to a tracking module. The tracking module 
calculates the optimal control of the robot and sends it to 
the robot. 

3.2 Detection module 
There are many algorithms and open sources to detect a 

pedestrian such as a HOG pedestrian detector [8], part 
based model [8], particle filter based tracker [9], and 

OPENNI 2. A HOG pedestrian detector [8] is sensitive to 
changes in a human pose and the whole human body 
should be in the sensing region. In contrast, since OPENNI 
is robust against changes in a human pose and its 
computation speed is fast, we employ OPENNI. However, 
the method does not identify the target when there are 
multiple detections. We choose the closest pedestrian to 
the previous position of the target and it results lower 
failure probability. 

3.3 Prediction module 
For the prediction module, a Gaussian process 

regression [6] is chosen as a prediction algorithm. The 
next position is predicted based on three recent positions 
of the target. The Gaussian process regression is trained 
using 3480 trajectories of pedestrians. The prediction 
module takes about 0.8 seconds when we use only CPU. It 
is not acceptable to a real-time system. So we use NVIDIA 
CUDA (Computer Unified Device Architecture) for 
parallel computation. It takes only 0.06 seconds after 
applying CUDA.  

3.4 Tracking module 
A tracking module computes the optimal control of the 

mobile robot. A candidate set of the angular velocity 
has uniformly spaced discrete values in the range of  

, where  and 
. We set the maximum and minimum 

linear velocity to  and 
, respectively. We set  and 

. Parameters for the tracking failure probability 
are set to  and . If the ROS messages 
from the prediction module are not received for 0.15sec 
due to target loss or  malfunction on the detection and 
prediction modules, the system stops tracking.  

3.5 System specification 
In our implementation, we mounted the Kinect sensor 

on the Pioneer mobile robot platform. A Pioneer mobile 
robot platform is popular due to its excellent 
maneuverability and stability. We choose ROS Indigo on 
Ubuntu 14.04 as an OS for our system. The specifications 
of the computer for our system are i5 quad core 2.6GHz 
CPU, 8GB RAM, and NVIDIA Geforce940m GPU.  

We use ROS packages to control the pioneer robot and 
the Kinect sensor with ROS messages. ROSARIA 3 
package provides interface for Pioneer and sends the robot 
a desired velocity received from a tracking module. We 
extract the position of the target from a Kinect using 
Openni_launch package. 

3.5 Results 
The tracking module calculates the optimal angular and 
linear velocity and sends them to the robot. It takes about 
0.15 s to detect a target and compute a control input for 
tracking. The average speed of the robot is 1.2m/s.  

4. Applications 
We suggest three applications using the 
chance-constrained tracking algorithm. First, we introduce 
a shopping cart robot which follows customers and helps 
their convenient shopping. In Figure 3, the shopping cart is 

Fig. 2. Flow of the system. The black arrows represent 
the transmition of the ROS messages.  
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Fig. 5. A transporter robot. The person with a blue shirt 
is a target and a robot carries a yellow box.

a robot to which a basket is attached. The shopping cart 
robot needs to track a user in close distance. So we change 
the radius of the sensing region to 90cm. Since complex 
environments decrease quality of detection, we lower the 
probability of sensing other objects by shortening the 
sensing region. We launch robot on the various location of 
the local market and validate the algorithm (see Figure 3).  

Selfie robot is the robot that follows a user and takes 
pictures of the user without any manual control. When the 
user stops at the same position for 5s, it takes pictures and 
records important events. In Figure 4, the robot captures 
the RGB image of the Kinect sensor at 25s. If we set the 
robot to record whole video instead of the image, it can be 
used as a cameraman robot or care robot for seniors or 
infants. 

The tracking algorithm can be used as a transporter robot. 
In the storage, the robot follows a user and moves the box 
along the user like Figure 5. Our robot successes in all five 
trials. It was much faster and easier than moving the box 
manually.  

5. Conclusion 
We suggest a robot system which tracks a pedestrian. The 

tracking algorithm minimizes both the probability of 
losing a target and a traveling distance of the target. By 
considering the distribution of predicted position of a 
target, we get robust performance against the uncertainty 
of prediction. In addition, we validate the system for three 
applications in the real world and it shows high 
performance.  
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Fig. 3. A smart shopping cart robot. The person with a 
blue shirt is a target and a mobile robot with a gray 
basket is a shopping cart.

Fig. 4. A selfie robot. First four images are snapshots from a third-view camera and the last image is a photo taken by 
a mobile robot at 25s.
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