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Abstract—In this paper, we tackle the problem of image-goal navigation which is a crucial robot navigation task but also a hard problem especially when there exist obstacles and limitations on field-of-view (FoV) of the camera. Conventional visual servoing approaches require depth information and camera parameters, and are susceptible to FoV loss, while previous learning-based approaches depend on the unrealistic dense reward function to train the agent with reinforcement learning. To this end, we propose a novel reinforcement learning-based approach which simultaneously utilizes self-supervised local features and global features from an observed image and a target image. The proposed method, KeypointRL, exploits keypoint matching information and generates a self-supervised reward signal which allows the agent to be easily transferred to unseen environments. The proposed model is trained on the subset of image-goal dataset in the photo-realistic Gibson dataset together with Habitat simulator, and shown to outperform baseline algorithms and generalize better.

I. INTRODUCTION

Robot navigation is one of the most actively studied problem in robotics. Traditional approaches to robot navigation mainly focused on planning to reach a destination while avoiding collisions, based on a map from simultaneous localization and mapping algorithms (SLAM). However, humans do not use a map to navigate in unfamiliar environments. Humans can also carry out diverse navigation tasks such as finding an object even without a map. Recently, deep learning-based approaches are widely studied to overcome the limitations of traditional robot navigation studies and enable an human-like robot navigation. Especially, with newly-developed photo-realistic navigation simulators for embodied AI research [1], [2], many studies have shown that the learning-based approaches outperform traditional approaches such as SLAM [1], [3] and visual servoing [4]–[6].

In this paper, we focus on solving the problem of visual servoing [7] which we refer to as image-goal navigation more generally. We assume the problem setting in Figure 1. Given a RGB image at a target viewpoint (e.g. an image of a desired object), we should navigate our agents to the target viewpoint from an initial viewpoint while observing only RGB images. This problem can be relatively harder when there are many obstacles and when the agent doesn’t have any overlapping field of view (FoV) between the initial viewpoint and the target viewpoint.

Conventional approaches to visual servoing can be divided into two families, which are position-based visual servoing (PBVS) and image-based visual servoing (IVBS) [7], [8]. Both approaches make use of correspondences of local features, while PBVS approaches directly calculates the relative pose by solving the Persepective-n-Point (PnP) problem [9] and IVBS approaches calculates the robot motion using the image Jacobian [7], [8], [10]. However, both approaches require depth information of the local feature points and known camera parameters and the performance sensitively depends on the accuracy of them. They also have a constraint that the robot must have enough overlapping of FoV with the target viewpoint during navigation. To mitigate those limitations of the traditional approaches, learning-based approaches exploits expert demonstrations for imitation learning or a reinforcement learning agent [4]–[6], [10]–[13]. They commonly perform well in the simulation environment. However, they require additional information such as dense correspondences [5], [10] and additional sensor information [12] and a dense reward function based on distance to the goal, which makes their algorithms hardly transferable to unseen environments and robots in real world.

To this end, we propose a novel reinforcement learning-based method which utilizes fused feature of self-supervised local feature and global feature. Specifically, our method first extracts keypoint features from a currently observed image and target image, and summarize the result into a feature vector using a keypoint matching result between the two images. On the demand for global image features to avoid collision, we also suggest a way of fusing the global feature and the summarized local feature to make the reinforcement learning agent focus on the situationally appropriate feature. The proposed method can generate a self-supervised reward
signal unlike the unrealistic dense reward signal from the previous reinforcement learning approaches, which make the learned policy easily transferred to unseen environments. In experiments, the proposed model is trained on the subset of image-goal dataset in the photo-realistic Gibson dataset together with Habitat simulator and outperform baseline algorithms.

II. KEYPOINT-BASED REINFORCEMENT LEARNING FOR IMAGE-GOAL NAVIGATION

We propose a keypoint-based reinforcement learning algorithm for image-goal navigation problem, which is named as KeypointRL. Baseline reinforcement learning-based image-goal navigation algorithms, which are represented by [14], mostly extracts global image features with Siamese structure from a currently observed image and a target image as depicted in Figure 2. In addition to the global features, we propose distilling local keypoint features into the network and exploiting keypoint matching for replacing the conventional distance-based dense reward function.

A. Leveraging Local Keypoint Feature for Image Goal Navigation

In order for the agent to better understand and match the viewpoint, we propose to exploit local keypoint features of the currently observed RGB image and the target RGB image which are extracted by off-the-shelf keypoint extractor such as [15]–[18]. We first match the keypoints between the current image and the target image with the nearest neighbor algorithm. For each matching, we extract a eight-dimensional feature vector \((\hat{u}, \hat{v}, u, v, s, d)\), where \(u, v\) are the coordinate of the keypoint in the current observation and the displacement to the matched keypoint in the target observation. We denote the keypoint descriptor compressed to a three dimensional vector and the keypoint detection score by \(d\) and \(s\), respectively. If there isn’t any matching between the two images, we mask the feature vector as a zero vector. We feedforward the feature vector into two fully connected layers and average the output vector across the all matchings. Then we calculate the final local feature vector with a gated recurrent unit (GRU) after a fully connected layer. Overall processing structure of the KeypointRL network is depicted in Figure 2.

B. Situational Fusion of the Global and Local Image Features

The summarized local feature vector should be fused with the global feature vector. In order to weight situationally more appropriate feature, we suggest a weighting scheme for the weighted sum of the global and local feature vector. We assume that the more different image observed and the more distant from the target viewpoint, the more we should rely on the global image feature. It is a reasonable assumption since there will be less matched keypoints from distant viewpoints and the robot should first navigate to the vicinity of the target viewpoint while avoiding collisions. From the assumption, the suggested weight \(w_{\text{global}}\) and \(w_{\text{local}}\) for the convex combination is as follows.

\[
w_{\text{global}} = \frac{d_{\text{cosine}}(f_{\text{glob}}^{\text{obs}}, f_{\text{glob}}^{\text{targ}}) + (1 - n_{\text{match}}/n_{\text{max}})}{2},
\]

\[
w_{\text{local}} = 1 - w_{\text{global}},
\]

where \(d_{\text{cosine}}\) is the cosine distance, \(f_{\text{glob}}^{\text{obs}}, f_{\text{glob}}^{\text{targ}}\) are global feature vectors of the current image and target image, and \(n_{\text{match}}, n_{\text{max}}\) are the number of matched keypoint pairs and the maximum number of the matched pairs, respectively. \(n_{\text{max}}\) is equal to the number of extracted keypoints \(n_{\text{keypoints}}\) from the first stage. We reflect the assumption with the cosine distance which calculates how dissimilar the two images are and the the number of matched keypoint pairs.
C. Self-Supervised Image-Goal Reward Function

The previous learning-based image-goal algorithms exploit the distance-based reward function, which calculates how much the agent moved closer to the target viewpoint compared to the previous step, for every training step. This dense reward function is unrealistic since the state of the agent never contains the distance information, and makes the learned policy hard to be transferred to the real world where the distance information is not available unlike the simulator environment. Thus, we suggest a self-supervised image-goal reward function which lifts the constraint of training environment. We replace the distance-based reward with the increased number of matched keypoint pairs compared to the previous step. The reward function for KeypointRL is as follows.

\[ r(s, a) = \omega_{\text{match}} \cdot \Delta n_{\text{match}} + \mathbb{1}_{\text{success}} \cdot r_{\text{success}} \]

, where \( \Delta n_{\text{match}} \) is the increased number of matched keypoints, \( r_{\text{success}} \) is the success reward, and \( \mathbb{1}_{\text{success}} \) indicates the success of reaching the target viewpoint.

III. EXPERIMENTS

We evaluate the KeypointRL algorithm with two baseline algorithms that uses global features and the network architecture in Figure 2. Two global features are chosen, which are widely used ResNet-50 feature [19] from ImageNet pretraining [20], and NetVLAD feature [21] for place recognition. They are referred to as ResNet50 and NetVLAD in the rest of the paper. For the feature extractor of KeypointRL, we exploit the pretrained model of HF-net [16] which simultaneously outputs the self-supervised local feature [15] and the NetVLAD feature [21] so that we can save memory and computing resources.

For implementation details, we regard a navigation episode as a success when the agent’s distance and azimuth between the target viewpoint are less than 1m and 20°. The agent’s action space is discrete and consists of \{move Forward 0.25m, rotate_left 10°, rotate_right 10°\}, and we use the action noise model from the Active Neural SLAM paper [22]. For every episode, we initialize the agent’s position and heading with a range of 1.5–5.0m and 30–90° away from the target viewpoint. We commonly use proximal policy optimization (PPO) [23] for training the reinforcement learning agent for fair comparison. We extract \( n_{\text{keypoints}}=48 \) keypoints for every observation and target observation.

We train the image-goal navigation algorithms with the eight scenes randomly chosen from the Gibson image-goal indoor dataset [2], using Habitat simulator [1]. We evaluate the three algorithms in the test set of the same dataset. For the evaluation metric, we use success rate (SR) and success weighted by path length (SPL) [3]. As shown in Figure 3, the proposed KeypointRL outperforms the baseline algorithms and 1m training frames suffices for the successful learning. Performance in the test set is given in Table I. Despite being trained for eight rooms from the entire dataset, the proposed method generalizes well for the test set and exhibits much better performance compared to the baselines while the baselines fail to retain the performance for the training set.
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**Table I**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average Return</th>
<th>Success Rate</th>
<th>SPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet50</td>
<td>-1.7961</td>
<td>0.2157</td>
<td>0.2157</td>
</tr>
<tr>
<td>NetVLAD</td>
<td>1.3302</td>
<td>0.2941</td>
<td>0.2592</td>
</tr>
<tr>
<td>KeypointRL</td>
<td>9.5978</td>
<td>0.8627</td>
<td>0.8505</td>
</tr>
</tbody>
</table>

IV. CONCLUSIONS

In order to mitigate the issues of the previous visual servoing methods and the learning-based visual servoing methods, keypoint-based reinforcement learning (KeypointRL) is proposed. As validated in the experiments, KeypointRL successfully summarizes the local feature given by a keypoint detection model and fuses the summarized local feature with the global feature with the proposed weighting method. With the proposed self-supervised image-goal reward function, the navigation policy trained with KeypointRL can be readily transferred to unseen environments. We consider that learning the fusion weight for the global and local feature and deploying the algorithm on real robot are interesting directions of future work.
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