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Abstract—This paper considers a human motion evaluation system (HMES) using two smartphones and a server. An HMES user wears retro-reflective markers on her 13 joints and follows a motion demonstrated by an expert. Two smartphones detect markers and transmit detected 2D marker positions to the server which reconstructs 3D motion of the user. The server performs a spatio-temporal alignment between the motion of the user and the motion demonstrated by an expert to evaluate the quality of the user's motion. The proposed system is applicable for physical therapy and sports education as an inexpensive alternative. We demonstrate that the 3D motion of the HMES user can be reconstructed reliably in real-time and successfully aligned with the reference motion of an expert, providing real-time feedback to the user.
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I. INTRODUCTION

Following an action by watching the demonstration of an expert is the key for learning new activities [1]. But it is hard to get feedback about the learner’s motion in real-time unless a teacher is present with the learner. A human motion evaluation system (HMES) can provide feedback to the learner or the user in the absence of a teacher or an expert. An HMES has a number of applications, such as physical therapy, sports education, and games.

A number of human motion evaluation systems have been proposed recently. Ghasemzadeh and Jafari [2] proposed a baseball swing evaluation system using a body sensor network. A user wears sensors on her chest, right wrist, and hip and each sensor consists of a three-axis accelerometer and a two-axis gyroscope. The motion of the user is analyzed and a feedback is given to the user. Spelmezan and Borchers [3] demonstrated a real-time snowboard training system. The proposed system measures the weight distribution on the snowboard using force-sensitive resistors and provides an immediate audio or tactile feedback to the user when an incorrect weight distribution is detected. Visual information can be useful for improving an HMES. Kwon and Gross [1] developed a motion training system for Taekwondo, a Korean martial art, which combines visual and body sensor data. Chan et al. [4] proposed a virtual-reality dance training system. A user wears a motion capture suit and imitates the motion demonstrated by a virtual teacher projected on the wall. The motion of the user is analyzed by the system and a feedback is given to the user. Chua et al. [5] proposed a virtual-reality motion training system for Tai Chi, a Chinese martial art. A user wears a motion capture suit and a wireless head mounted display (HMD) for viewing a rendered virtual environment. The user learns Tai Chi based on the feedback given by the system.

In computer vision, a number of methods have been developed to estimate a human pose from 2D images. These methods can be classified into two groups depending on whether markers are used or not. In [6], silhouettes were extracted from images and the likelihood of joint angles was computed. The human pose was constructed by estimating joint angles using the maximum a posteriori criterion. In [7], a human pose was tracked by fitting articulated surfaces to 3D cloud points and surface normals using the expectation maximization algorithm. In [8], voxels were computed from multiple images and skeleton poses were estimated from voxels. A skeleton model was fitted to voxels by aligning each bone of a skeleton to a corresponding set of voxels. However, a markerless motion capture method has high computational cost, which is not appropriate for a real-time system. In [9], four colored markers were used for extracting joints from two cameras. The locations of other joints were estimated using detected marker positions and a silhouette of the subject. In [10], a data-driven 3D human pose reconstruction method was presented. It detected a small number of retro-reflective markers using two cameras and reconstructed the full human pose using related poses in the database. In [11], a camera sensor network based 3D human pose reconstruction method was proposed.

In this paper, we are interested in a low-cost, easily-accessible human motion evaluation system based on a vision-based human pose estimation method. It consists of two smartphones and a notebook computer which are easy to access in daily life. Because of the low computational power of a smartphone, we adopted the marker based human pose
estimation method proposed in [11]. A user wears retro-reflective markers on her 13 joints and follows the motion of an expert in front of smartphones. The smartphones detect markers and report 2D joint positions to a server, a notebook computer, which reconstructs the 3D pose of the user. The server performs a spatio-temporal alignment between 3D motion sequences of the user and the expert to evaluate how well the user is performing.

The remainder of this paper is organized as follows. Section II describes the overview of the proposed human motion evaluation system using smartphones. Section III details the spatio-temporal alignment. Experimental results are provided in Section IV.

II. HUMAN MOTION EVALUATION SYSTEM USING SMARTPHONES

An overview of the proposed system is shown in Figure 1. There are four major modules in the system: (1) 2D joint marker detection, (2) 3D motion reconstruction, (3) a spatio-temporal alignment between the user’s motion and the expert’s motion, and (4) evaluation of the user’s motion.

The proposed system consists of two smartphones and a notebook computer as a server (see Figure 2). While more smartphones can be used to improve the accuracy, in this paper, two smartphones are used since it is the minimum number of cameras required for 3D reconstruction of a scene. We have connected the server to a display to show reconstructed 3D motion in real-time. Smartphone cameras are calibrated using the method described in [12]. On a smartphone, a client application is running to detect 2D marker positions of 13 joints of the subject (see Figure 3). Each smartphone transmits detected 2D marker positions to the server using Wi-Fi at 15 frames per second.

1) Expert Motion Database: We assume that the system has a database of 3D motion sequences and videos of motions performed by experts. The expert motion database can be collected using the proposed system with the expert mode. An expert wears retro-reflective markers on her 13 joints and performs the motion in front of two calibrated cameras. The system reconstructs 3D motion sequences of the expert and stores them in the database. Examples of expert motions are shown in Figure 4. In each snapshot, a stick figure on the right is the reconstructed 3D pose of the expert. In our experiments, five motions are collected and they are two upper body motions (arm lifting and upper body stretching), two
lower body motions (leg stretching 1 and leg stretching 2), and one whole body motion (squat) to demonstrate the feasibility of the proposed system. More expert motions can be easily added to the database.

2) Clients and Server: In our experiments, two Samsung Galaxy S2 smartphones (1.2GHz dual core CPU with 1GB RAM running Android 4.0.4) are used as clients. Using the camera of a smartphone, 2D positions of 13 joints of the user are detected from an image with resolution 800 × 450. In order to run the system in real-time, it is required to accelerate the marker detection process. We were able to process 15 frames per second for marker detection on a smartphone by running the simple marker detection algorithm from [11] on a GPU using the Android RenderScript library. The detected 2D marker positions are transmitted to the server via Wi-Fi.

A notebook computer is the server in our system, which receives 2D marker positions of joints from two clients. When the server receives two sets of detected 2D joint positions, it performs 3D human pose estimation based on the extrinsic camera parameters found from calibration using the method from [11]. We assume that two cameras of smartphones are calibrated prior to the use of the system based on the method described in [12]. Since the reconstructed 3D motion is aligned to the camera coordinate system, it is necessary to transform the coordinate system to the coordinate system used in the expert motion sequence before the spatio-temporal alignment.

In order to properly match the user’s motion to the motion of the expert, a process of the spatio-temporal alignment is necessary since body dimensions of individuals are different and the same motion cannot be repeated exactly. Section III describes an algorithm for the spatio-temporal alignment. Once motions are aligned, the server evaluates the quality of the motion by the user using the distance between the aligned 3D motion of the user and the motion of the expert.

III. SPATIO-TEMPORAL ALIGNMENT

Since body dimensions of the expert and the user are different, it is necessary to align the 3D pose of the user to the pose of the expert considering differences in scale, rotation, and speed. The differences in scale and rotation can be solved using generalized Procrustes analysis [13], [14] and the difference in speed can be addressed using the dynamic time warping algorithm [15].

A. Generalized Procrustes Analysis

Generalized Procrustes analysis (GPA) is used to align shapes to a reference shape using rigid transformations [13]. Consider a set of \( m \) shapes, \( S_i \in \mathbb{R}^{d \times n} \), \( i = 1, \ldots, m \), where each shape \( S_i \) contains positions of \( n \) joints \( x_j \in \mathbb{R}^d \), \( j = 1, \ldots, n \). GPA superimposes all \( m \) shapes to their mean shape \( \bar{S} \) by finding translations, rotations, and scale factors [13]. The problem can be formulated as the minimization of shape differences between \( S_i \) and \( \bar{S} \) with respect to rotations \( R_i \) and scale factors \( \rho_i \), if we translate all shapes \( S_i \)'s to have the origin \([0, \ldots, 0]^T\) as the common center.

\[
\arg \min_{R_i, \rho_i} \sum_{i=1}^{m} \| \rho(R_iS_i - \bar{S}) \|_F^2 \\
\text{s.t.} \quad R_i^T R_i = I, \quad f(\rho) = 1,
\]

where \( \| \cdot \|_F \) is the Frobenius norm for matrices, \( i.e., \| A \|_F^2 = tr(A^T A) \), and \( \rho = [\rho_1, \ldots, \rho_m]^T \). \( f(\rho) = 1 \) is the constraint on the scale factors for preventing a trivial solution. For our problem, two motion shapes \( S_1, S_2 \in \mathbb{R}^{3 \times n} \) are given, where \( S_1 \) is the 3D motion shape of the expert and \( S_2 \) is the 3D motion shape of the user. We use the scale factor constraint \( f(\rho) = vec(\rho RS_2^T) = vec(S_1) \) inspired by [16], where vec(·) is a vectorization operator. If we normalize \( S_1 \) and \( S_2 \), such that \( \| S_1 \|_F = 1 \) and \( \| S_2 \|_F = 1 \), we can superimpose the 3D motion shape of the user to the expert’s motion shape by calculating the rotation \( R \) and the scale factor \( \rho \) as follows [16]:

\[
R = V^T U,
\]

where \( U \) and \( V \) are the right singular vectors of \( \rho \bar{S} S_2^T \) and \( \bar{S} S_2^T \) respectively.
Given two time sequences the optimal alignment between two time-dependent sequences is a local cost measure and the minimum overall cost. The alignment assigns the shape, and a local cost measure the minimum cost value is used. To solve this problem, we define the accumulated cost matrix \( D \in \mathbb{R}^{N \times M} \) as follows:

\[
D_{(n,m)} = \begin{cases} 
\sum_{k=1}^{n} c(S_{1k}, S_{2k}) & \text{if } n \in \{1, ..., N\}, m = 1, \\
\sum_{m=1}^{M} c(S_{11}, S_{2k}) & \text{if } n = 1, m \in \{1, ..., M\}, \\
\min\{D_{(n-1,m-1)}, D_{(n-1,m)}, D_{(n,m-1)}\} + c(S_{1n}, S_{2m}) & \text{else}.
\end{cases}
\]

(5)

\( D_{(n,m)} \) is the overall cost of an optimal path between \( T_1' = \{S_{11}, S_{12}, ..., S_{1n}\} \) and \( T_2' = \{S_{21}, S_{22}, ..., S_{2m}\} \), which are subsequences of \( T_1 \) and \( T_2 \), respectively. In our system, the following distance between two aligned 3D motion shapes is used as the cost measure:

\[
c(S_{1u}, S_{2v}) = \|S_{1u} - \rho R S_{2v}\|_F,
\]

(6)

where \( \rho \) and \( R \) are computed using GPA as described in Section III-A. When a shape is matched to multiple shapes in other sequence, the minimum cost value is used.

Given the accumulated cost matrix \( D \), we can find the optimal path \( p^* = (p_1, ..., p_L) \), which is computed in the reverse order starting with \( p_L = (N, M) \) as follows [15]:

\[
p_{t-1} := \begin{cases} 
(1, m-1) & \text{if } n = 1 \\
(n - 1, 1) & \text{if } m = 1 \\
\arg\min\{D_{(n-1,m-1)}, D_{(n-1,m)}, D_{(n,m-1)}\} & \text{else}.
\end{cases}
\]

(7)

IV. EXPERIMENTS

We have tested the proposed system with various motions and different users to evaluate the feasibility of the system. There is a total of five motions, consisting of arm lifting, upper body stretching, leg stretching 1, leg stretching 2, and squat as shown in Figure 4. Each motion is about 400 frames long, but the longer motions also could be used. The system is tested by four individuals: one expert and three learners.

We showed the motion of the expert to a user using a display and asked the user to follow the motion of the expert. Three subjects followed the motion of the expert and Figure 5 shows reconstruction errors of users’ motions with respect to the expert’s motion. The reconstruction error is the relative distance between the aligned 3D motion shapes of the user and the expert computed based on the cost measure given in (6). In Figure 6, we show the reconstructed and aligned user poses along with the reference poses of the expert. Figure 7 shows some examples with large reconstruction errors. For the Arm Lifting motion, User 1 should have lifted the arm at a different angle, User 2 should have lifted the arm more, and User 3 lifted the left arm too much. For the Upper Body Stretching motion, all users should have put their hands on their waist. For Leg Stretching 1, users should have lifted their leg more. For Leg Stretching 2, users should have put their hands on waist. For Squat, the users should have lifted their arms more.

The experiment verifies that the reconstruction error provides a meaningful information about how well a user follows the expert’s motion.

Once users are familiar with the expert’s motion, we have asked the users to follow the expert motion as closely as possible and computed the average reconstruction error between the user’s motion and the expert’s motion as shown in Figure.
Fig. 6. Reconstructed 3D motions of users aligned to expert’s motions. A red colored skeleton is the motion of an expert and a blue colored skeleton is the motion of a user.

Fig. 7. Examples with large reconstruction errors. For each pair of stick figures, the left stick figure is the reference pose by an expert and the right stick figure is the estimated pose of a user.

8. The average error was about 0.55. Although we perform the spatio-temporal alignment between 3D motion sequences using GPA and DTW, there can exist a bias between two 3D motion sequences since the exact alignment is not always possible and there will be a nonzero reconstruction error.

A. Feedback to the User

The proposed human motion evaluation system can provide a feedback to the user showing how well he or she is following the motion of the expert with a percentage score right after the user’s practice. We converted the reconstruction error into a percentage considering the average reconstruction error shown in Figure 8. Examples of this user feedback demonstration are shown in Figure 9. Once a user completes a motion sequence, the user can replay his or her 3D reconstructed motion along with the expert’s motion to obtain a further feedback.

V. CONCLUSIONS

We have shown that smartphones can be used to develop a human motion evaluation system. We have demonstrated that the 2D markers of 13 joints can be reliably tracked in real-time using smartphones. In order to evaluate the motion of the user, we have reconstructed the 3D motion of the user and aligned the reconstructed motion to the reference expert’s motion using GPA and DTW. We were able to successfully provide a score to the user in real-time, such that the user can follow the expert’s motion better. We envision that a number of useful smartphone applications can be developed based on the proposed framework.
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Fig. 9. Screenshots of the system providing a feedback to the user.

Fig. 8. Average reconstruction errors of five motions when the users follow each motion as closely as possible. The figure titled Overall shows the average error of five motions.


